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Discovering and Achieving Goals via World Models

Website with videos: https://orybkin.github.io/lexa/
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Learns a world model without any supervision, trains two policies 
(explorer and achiever) in imagination. 

The explorer finds new images via model disagreement  and the 
achiever learns to reliably reach them.

Once trained, the achiever reaches user-specified goals
zero-shot without further training at test time.
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Kitchen evaluation

RoboBin  evaluation

Walker evaluation

Quadruped evaluation

RoboYoga : Goals correspond to different body poses for Walker 
and Quadruped, such as lying down, standing up, and balancing.

RoboBins : Sawyer robotic arm with  two bins, and two differently 
colored  blocks. Tasks include reaching, manipulating one block, 
manipulating both blocks.

RoboKitchen: Goals specify single or multiple tasks that the franka 
can do in the kitchen.

Images discovered by the explorer policy on the kitchen environment

Explorer is trained on imagined latent state rollouts of the world 
model to maximize the disagreement objective

Achiever policy is conditioned on goals and trained on imagined 
rollouts to minimize a distance function.  Goals are sampled 
randomly from replay buffer images.

Trains a  temporal distance function, using  the imagined rollouts of 
the achiever and predicst the number of time steps between states.
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